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“The temptation to form premature theories upon insufficient data is the bane of our profession.”
- Arthur Conan Doyle via Sherlock Holmes

Machine learning derived models improve accuracy of bankruptcy prediction compared to Altman’s Z-Score.

Abstract

Commercial credit risk scores are essential for creditors who need efficient and consistent means to measure the risk associated with their trading partners. Traditionally, credit scoring has been based on point systems derived by human experts relying on their domain knowledge and intuition to pick the factors contributing to the model. The relative weights of these factors would then be tested and tuned until the overall score would reach a seemingly satisfactory outcome. However, the modern era of big data brings volumes and complexity of information that are impossible for the human mind to comprehend cohesively. Current machine learning technology allows us to utilize all data available and to shift from traditional ad-hoc models to systematic models that are accurate, efficient, and objective. The authors highlight advantages of these models by using a well-known machine learning algorithm - artificial neural network - to predict future delinquency in business-to-business transactions. The data shows that on a test sample of 40,000 unique companies, the neural network based model achieved 30% higher prediction accuracy than the traditional models currently used by many credit departments and credit rating agencies. Further demonstrated is both the flexibility and scalability of machine learning derived models using two case studies. First, a significant accuracy improvement of 8% in prediction of delinquency is observed for the hospitals sector by assimilating publicly available Medicare data into the model, which would take a human analyst a great effort to incorporate. Second, building the model using the neural network algorithm with the same predictors as in the traditional Altman’s Z-Score yields a 13% improvement in bankruptcy prediction. This illustrates that a machine learning derived model can automatically adapt to changes in input data patterns -- an infeasible task for a human analyst, especially when measured over long periods of time.
Introduction

Recent advances in large-scale data acquisition, transmission and storage have created unprecedented volumes of available data. Furthermore, with constant growth in the computing capacity, it becomes possible to leverage these data volumes efficiently. At the same time, there has been rapid progress in the development of sophisticated algorithms for machine learning, data mining and statistical analysis of large volumes of data. This confluence of trends should precipitate a paradigm shift in the approach to data analysis in the financial services industry.

Specifically, in the domain of credit risk scoring, the traditional approach has been to extract the model from human understanding of which factors are important and their relative weights [6]. Even when statistical techniques are used, they are applied to a very limited hand-picked number of elements [1, 11, 12]. However, the human-centered approach cannot scale to vast amounts, both in volume and complexity, of the available data. In addition, traditional models have a tendency to stay static and be unable to adopt new data sets, which results in score models that have largely remained the same over the years or even decades. Recent research [2, 5, 8, 10, 14] shows the advantages of using machine learning based models over the traditional scoring models in the consumer market. Similar advantages in the B2B market are demonstrated in this paper.

The fundamental premise of machine learning is to build algorithms that can automatically extract information from a wide range of input data sources and use statistical analysis to learn from this information in order to predict an output value. It has been successfully applied across human activities: from detecting malicious behavior in cyberspace to predicting patient outcomes in healthcare.

Leveraging big data through machine learning leads to dramatic improvement in accuracy of credit scores over traditional methods. The focus is on the task of predicting future payment performance, not only since this is a key characteristic of interest in credit scoring, but also because there are B2B traditional models available for comparison. By applying machine learning to big data available, a large number of predictors can be used which would not be feasible to interpret by a human expert. Further, a case study is shared that builds an industry specific model for prediction of payment delinquency by hospitals. This case study shows that augmenting a list of predictors by non-traditional elements that only recently became available, and which to our knowledge traditional models have yet to incorporate, significantly improves score accuracy. Finally, it is demonstrated that machine learning can flexibly reflect ever-changing data patterns, even when the set of predictors does not change. Specifically, machine learning derived models improve accuracy of bankruptcy prediction compared to Altman’s Z-Score.

Big Data

Big Data refers to large volumes of data that is difficult to handle, not only due to its pure size, but also because of its complexity. With millions of business transactions per month, trade data by itself falls into the big data category and is difficult to analyze efficiently. An even bigger
challenge is to interpret the data that may come from a variety of sources such as financial
statements, politico-economic news, census reports, social media - to name a few. As more and
more sources of information become available and the speed with which the data is accumulating
increases, it is becoming difficult to analyze data in a meaningful way.

Yet, this data contains information of great business value, and it can be used to gain insights
leading to better decisions and strategic business moves. Unlike a human expert, who tends to
“drown” as data volumes and complexities increase, machine learning is a tool that gets better
with more data. Moreover, the “intelligence” of the approach is not predefined by a human
expert but is rather learned inherently by analyzing the data itself. This data-driven approach of
machine learning is well suited to exploit the wealth and diversity of data available.

This paper focuses on combining the richness of big data with the capabilities of machine
learning to improve credit scores. To this end, the following data sets were used: approximately
50 million transactions of accounts receivable data, over 300,000 financial statements from
private and public companies, public filings and collections information from the last ten years,
peer trade alerts collected in a variety of ways, data from the Centers for Medicare & Medicaid
Services, and several other proprietary sources.

**Machine Learning Approach to Big Data Analysis**

This section focuses on the three general steps that are commonly performed to build a model:
(1) data exploration, (2) feature extraction, and (3) model training and testing.

**Data Exploration**

An essential first step, which is often omitted or performed in an *ad-hoc* fashion in traditional
model fitting, is to analyze the individual variables that could be used as predictors in the model.
This analysis can reveal valuable information about any inconsistencies or outliers in the raw
data. For this purpose, the distribution of potential predictors are studied, and necessary
transformations to satisfy model requirements and statistical assumptions about the data were
explored. For example, it is often desirable to preprocess all model predictors that represent
dollar values, like due amounts, by transforming their underlying distributions to a normal
distribution [13]. This type of transformation ensures (among other benefits) that large
companies or large lenders don’t impose undue effect on the outcome, that the predictor values
are scaled similarly for certain (e.g., linear) algorithms to converge more efficiently, and that the
prediction errors are not biased by any inherent bias in the data.

For instance, a raw distribution of the due amounts (Fig. 1a) shows that the majority of due
amounts are small dollar values and there are far fewer transactions in the order of millions of
dollars - an interesting, if not surprising fact. Yet, this distribution fails to underline that, for
example, an increase of $10,000 in past due means something quite different for a small
company than for a large company. The applied hyperbolic sine transformation [9] scales these
differences giving a normal distribution, and enables the use of the scaled due amount value as a
good input predictor in any model.
These data transformations should not be confused with preprocessing techniques often employed by traditional models where an analyst maps wide ranges of raw predictor values into a small number of ranks, typically 0 to 5 or 0 to 10. This type of standardization has two inherent problems. First, any data patterns within an individual range are discarded, often rendering the predictors useless. Second, this stepwise change in values results in wide ranges of raw predictor values producing the same score, while a miniscule change at the boundary of a range creates a jump in a score value. In a sense, this kind of mapping reduces big data into small data by discarding the information available.

**Feature Extraction**

Another important step in model fitting is to extract meaningful features according to a prediction target. As stated earlier, the goal is to discriminate between well-paying and poorly-paying companies. Let’s say that a company pays late in a given month if more than 20% of the total amount owed is over 60 days past the due date and pays timely otherwise. With this definition in mind, all companies for which data is obtained in a current (target) month are split into two categories: companies that paid late and companies that paid timely.

As an example of meaningful feature extraction, it is assessed whether historical accounts receivable data is a good predictor for future payment behavior. To this end, the percentage of historical due amounts for all companies that fall into different lateness categories is evaluated: 1-30 days, 61-90 days, 91-120 days, and beyond 120 days. Fig. 2 shows the distribution of these percentages averaged over various historical time windows, immediately preceding the target month.

The paying patterns of companies prior to a late payment (Fig. 2b) are visibly different compared to those that pay timely (Fig. 2a): the companies that paid timely in the target month were predominantly late (if at all) in the 1-30 lateness category previously, while companies that paid
late had much higher percentages of longer delinquencies. This indicates past performance data indeed carries a discriminating signal that can be leveraged to build a predictive model.

A closer look at Fig. 2 will determine the time window of past payment history that is most indicative of the future payment performance. The optimal time window should attain the right balance between capturing the longer-term payment trend and not diluting recent changes in payment patterns. In traditional models, this time period is often decided by analysts relying on their intuition. Modern algorithms take guesswork out of this decision.

![Figure 2](image): (a) Percentage of past due amounts prior to timely payments. (b) Percentage of past due amounts prior to late payments.

Fig. 2 shows companies with timely payments in the target month had, on average, over 70% of any past due amount in the 1-30 days lateness category. This number drops to less than 40% for the companies with late payments. Furthermore, this difference becomes more apparent as the time window over which averaged past history is reduced, i.e., the fewer the number of months (n), the greater the difference in the percent of “slightly overdue” amounts. In statistical terms, this means that, as the value of n is reduced, the meta-distribution of past due percentages shifts towards the longer past due categories for late-paying companies and towards the shorter past due categories for timely paying companies. In layman terms, this simply means that recent trade payments are more important predictors of delinquency than the trend over a greater number of pay periods.

In order to describe this shift in the meta-distribution as a function of n, an objective function is formulated $\Theta(n)$ which is maximized over n to find the optimal value of the historical timeframe n. This optimal value, denoted by $n^*$, is given by the convex optimization equation [3]:

$$n^* = \arg\max_n \Theta(n) - \lambda \cdot p(n),$$
where \( p(n) \) is a regularisation penalty term and \( \lambda \) is a Lagrangian multiplier. The penalty term is added to reduce the weight of the noise introduced by taking averages as the number of historical months reduces.

Fig. 3a shows the graph of the objective function \( \Theta(n) \) and corresponding penalty term \( p(n) \) for different values of \( n \).

Note that the definition of a timely/late payment, objective function \( \Theta(n) \), and a penalty term \( p(n) \) are subjective and can change for different scoring models depending on the exact nature of prediction or predictors used. Thus, the results obtained in this section may vary, although the same approach and techniques can be applied.

From Fig. 3b, it is evident that \( n^* = 2 \). This means that payment performance of the last two months gives the best indication of the current month’s payment performance. This is much lower than the typical timeframe of 6 to 12 months that is often considered in such types of analyses.
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**Figure 3:** (a) Convex objective function \( \Theta(n) \) and corresponding penalty term \( p(n) \). (b) Combined optimization equation for \( \lambda = 0.2 \).

\( n^* = 2 \) denotes the time-frame that provides maximum value of the target objective function.

**Model Training and Testing**

Traditional models typically assume a linear relationship between model predictors and the outcome. Consequently, an analyst assigns a relative importance (weight) to the model predictors, and the final model outcome (score) is calculated as a weighted average of all predictors.
By its nature, big data comes from a large number of unrelated sources. Thus, it is highly improbable that different characteristics extracted from big data and supplied to the model would have a linear relationship with the predicted outcome. Fortunately, there are a number of machine learning algorithms readily available to account for the most sophisticated relationships in the available data. For this study, a multi-layered perceptron neural network classifier was selected (Fig. 4) since its deep architecture is powerful at extracting non-linear relations in a large dataset such as this one.

The output of the classifier is two-fold: 0 for timely and 1 for late. To move from these two outcomes to a more fine-grained score between 0 and 100, the score is derived from the probability of a company paying timely.

Once the model is built, validating it brings another set of challenges within the traditional approach. Validating a traditional model is based on trial and error and is an arduous task: changing weights to improve the outcome for one company worsens the result for another company. And one never knows when to stop tuning the model, as there are always examples where any given model is wrong.

In contrast, machine learning algorithms use separate training and testing sets that automatically derive the model and minimize the error. During the training phase, a large portion of preprocessed data (as described above) is presented to the algorithm, together with the expected output. The algorithm discerns how a combination of all predictors affects the output. It also learns to discard noise and to select only the most important input factors. The testing set, typically 10%-30% of data, is then used by the algorithm to assess the performance of the fully-trained model and to estimate model properties, such as prediction accuracy.
This approach thrives on large volumes of data: the more data points available and the larger the training set, the more accurate the model will be.

**Quantifying the Benefits of Machine Learning Approach**

The key characteristic of model quality is its prediction accuracy. A standard way to evaluate the accuracy is to construct a Receiver Operating Characteristic (ROC) curve [7] and measure the area under the curve. The ROC curve shows a false positive rate on the x-axis (the prediction of 1 when a true value is 0) against a true positive rate on the y-axis (the prediction of 1 when a true value is 1). The area under the ROC curve defines the accuracy of a classifier: the lowest value of the area is 0.5 for a random classifier while the highest value is 1 for a perfect classifier.

Fig. 5 shows that the model described in the prior section has an area of 0.828. To estimate accuracy gain of the model, consideration was given to a traditional model currently used by a major commercial credit rating agency (the center line in Fig. 5). This traditional model uses trade payment data to estimate future payment delinquency. While not privy to the details of this model, one is able to obtain scores for the individual companies. On the same dataset used for the neural network model, the area under the ROC curve for the traditional model equals just 0.62 - only a small improvement from a random 50-50 chance model. On the other hand, the area under the ROC curve for the machine learning derived model is 0.82.

Another way to assess the quality of the scoring model is to consider how well the score separates good and bad companies. Fig. 6b shows the distribution of scores calculated by the algorithm for companies that paid timely (medium shaded bars) and late (light shaded bars), with the dark shaded bars indicating the overlap between both distributions. Fig. 6a shows similar distribution for the traditional model mentioned earlier.
In the traditional model (Fig. 6a), each histogram bin is fairly similarly divided between timely and late payments for the target month; therefore, the scores give very little indication about expected delinquency. In contrast, the neural network scores (Fig. 6b) exhibit clear separation where majority of companies with late payments in the target month were assigned scores below 40, while the majority of companies with timely payments were assigned scores above 60. The range between 40 and 60, where there is almost equal chance of getting paid or not, has almost equal heights of both medium shaded and light shaded bars.

**Case Studies**

**Assimilating new predictors**

Machine learning makes it possible to build complex models with a large number of predictors without tedious manual analysis and tuning of the weights for each predictor. Once this methodology is adapted, one can take advantage of its flexibility to assimilate newly available data to fulfill specific needs. Moreover, the model’s predictive performance may be enhanced even further by focusing on sector or country specific models, and including predictors that are unique to that particular sector or country.
For instance, hospital performance data recently made available by the Centers for Medicare & Medicaid Services (CMS) [4] may be very difficult to incorporate into a traditional model, however this data contains information that can provide valuable insights into hospitals’ payment behavior. Among this data are such factors as readmission rate (percentage of discharged patients who had to be admitted back [unplanned] within 30 days of discharge), hospital-acquired conditions (undesirable situations or conditions that arose during a patient’s stay in a hospital), number of free beds available on a daily basis, etc. Indeed, leveraging CMS data resulted in significant improvements in predictive powers of the model (Fig. 7a) where the area under the ROC curve increases from 0.879 to 0.950. Also from Fig. 8a/8b, it is evident that the scores achieve much clearer separation (a much smaller percentage of companies in the dark shaded region) when CMS data is included.
Adapting to Change in Data Patterns

The data patterns that impact credit risk may change, and the model that was accurate last year may not be accurate today. With large numbers of predictors and data volume, these changes are easily overlooked by a human analyst. With machine learning, one can easily retrain the model and automatically adapt to new realities. To illustrate this aspect, the goal is to predict bankruptcies modeled using the same predictors as those utilized in the Altman Z-Scores, but to build the model using the neural network algorithm. One must consider the 395 bankruptcies that occurred in the 10-year period starting in 2007 and use financial statements submitted one and two years prior to the filing date. For non-bankrupt companies, the two-year timeframe is applied to the financial statements, but is based on the current date.

Fig. 9 shows the distribution of the traditional Z-Scores in the dataset, with the bankrupt companies in the light shaded bars and non-bankrupt companies in the medium shaded bars. It is evident that the Z-Score is a good predictive measure for bankruptcy as it uses discriminant analysis (rather than a human expert) to arrive at the weights for the predictors. These weights are then used to build a linear model that learns to differentiate between bankruptcies and non-bankruptcies. Not only did the neural network make no assumptions about the linear relationship between the model predictors and the outcome, it can find other patterns in the data that either were overlooked or did not exist when the Z-Score model was first built over 30 years ago.

Fig. 10 shows that the area under the ROC increased from 75.1% for the traditional model to 85.7% in the machine learning model, illustrating the advantage of taking the machine learning approach to predicting bankruptcies even with the same predictors and dataset as the Altman Z-Scores.
Conclusion

Accurate forecasting of future performance is of prime importance in the trade credit industry where suppliers are expected to make rapid decisions on whether to sell on commercial terms to a business. These decisions used to be based on very limited information. With the explosion of data over the last ten years, the opportunity to utilize this data intelligently has grown exponentially; yet these opportunities often remain unrealized because interpreting vast quantities of complex data is beyond human capacity. It has been shown that using machine learning techniques allows one to take advantage of all the available data and, consequently, gain a considerable improvement in predictability over traditional models. Better (and timelier!) predictions in turn lead to positive impact on trade conducted by businesses. In addition, this modeling approach has a self-regulating aspect which allows it to dynamically adjust to trends in the input data simply by periodic retraining, thus obviating the need to revisit weights in traditional models.

This does not mean that the role of a human analyst will become obsolete. There are instances where computer models fall short, for example, in the aftermath of extraordinary events (wars, natural disasters, political upheavals, etc.). These events create discontinuity when past patterns no longer apply. Thus, the automatic computer scoring based on machine learning algorithms and human analysis complement each other in determining credit risk.
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